
Detailed Work Plan

Intelligent Systems Project: Science Goal Monitor - Tools for Science Goal Capturing and Onboard Goal Monitoring 
Project Goals

Using a set of astronomically oriented scenarios, develop a working prototype science goal monitor to perform in-flight science-oriented processing, and dynamically and autonomously adjust science tasks accordingly.

Determine realistic requirements for in-flight hardware and software, metrics for measuring the monitor’s scientific effectiveness, and a costs and risks analysis for developing a production flight-ready version.

Develop and document an initial protocol and standard for describing astronomical observing goals.

Work Plan

Phase I Refine guidelines, scenarios for parallel testing on ground-base observing (8 months, concurrent with 1b)

I-B Summary

The primary goal of Phase 1a will be integrate and adapt SGM’s goals and abilities with the SMARTS operations paradigms.  We will conduct interviews with the SMARTS astronomers and staff on how they currently perform their nightly observing runs.  We will focus on the criteria they use to determine the phase of the various monitored objects, i.e. how do they establish priorities and resolve conflicting priorities?  Also how does the team evaluate current observing conditions and recent observing results to adjust and set the schedule for the next set of observations?

Since the SMARTS project is not as heavily subscribed as larger telescopes, we anticipate that we will not have significant issues with conflicting priorities; we hope to be able to focus on the most effective use of observing time to maximize the quality of the science achieved.

In addition, we will work with the SMARTS team to draw on their current observations and develop a solid data base of actual observing archives, along with logs and other documentation about their current scheduling processes.

Finally we will work with the SMARTS astronomers to review and establish metrics on which we can judge the effectiveness of SGM.

I-C Tasks

3  First interview with SMARTS team (conducted Feb 10, 2003)

3.1  Introductory

3.2  Talk through current processes

3.3  Review existing tools used by SMARTS Team

3.4  Document the interview (DRAFTED Feb 12, 2003)

4  Second Interview with SMARTS team (tentatively scheduled March 10-11, 2003)

4.1  Preparation

Obtain/review existing science proposals for current SMARTS semester

4.2  Review/amend write up of first meeting

4.3  Observe a day in the life of the scheduler

This was done very briefly in the first interview, but the scheduling process was quite simple it was early in the semester and many programs had not yet been started.

4.4  Identify “high impact” project goals (in no particular order)
Very preliminary goals, from first interview, might include:

· Ability to automatically generate a nightly schedule that is equal or better than the manually generated schedule. 

· Provide an initial simple “Goal Analyzer” for use on the mountain that will include proactive communication with scientists and also save operators times by automating a currently manual step.  

· Goal acquisition/definition – how do scientists specify their objectives such that SGM can process them.

· Dynamic master list generator

· Can we integrate a "seeing" measurement a dynamic nightly schedule?

4.5  Brainstorm metrics for measuring effectiveness.

This is a major objective of all of Phase IA.  Some preliminary ideas: 

Time spent by SMARTS scheduler developing a manual schedule currently vs. time to oversee an automated process. Obtain from astronomers a pre-execution estimate of what % of their requested observations they expect to be completed?  What % they expect to be scientifically useful.  Compare these expectations with post-execution scheduling results: both manual and SGM generated.

4.6  Identify proposed target science scenarios

4.7  Document the interview

5  Develop Test Data

5.1  Understand Existing Data formats

5.2  Identify subset of observations for testing

5.3  Identify target metrics

5.4  Develop measurement tools

6  Potential relevant publications: 

The articles from the SPIE 2002 conference n "Operations Metrics and Quality", in particular:

· Metrics for Hubble Space Telescope science operations, R. E. Doxsey, R. Downes, M. Lallo, M. Reinhart, Space Telescope Science Institute [4844-18] 

· Twelve years of planning and scheduling the Hubble Space Telescope: process improvements and the related observing efficiency gains, D. S. Adler, D. K. Taylor, A. P. Patterson, Space Telescope Science Institute [4844-19] 

· Telescope performance metrics, C. R. Benn, G. Talbot, Isaac Newton Group (Spain) [4844-20] 

· Sloan Digital Sky Survey observing time tracking and efficiency measurement, E. Neilsen, W. N. Boroski, Fermi National Accelerator Lab.; R. G. Kron, Univ. of Chicago [4844-21] 
From SPIE 2000:

· Telescope performance metrics, C. R. Benn, G. Talbot, Isaac Newton Group (Spain) [4010-09] 
7  Refine / Revise Phase III Tasks/Plan

I-D Products

3  Trip report for first round of interview

· TripNotes-2002-02-10.doc, Draft completed 2/12/2003, Revised 2/20/2003.

4  Trip report for second round of interviews

5  Target list of metrics and action plan for tracking them

6  Target set of scenarios for SGM to recognize

7  Target set of test data for initial testing

8  Revised Detailed Work Plan

· First Interview revision: Sgm-DetailPlan-2002-02-20.doc
· Revision: Sgm-DetailPlan-2002-02-27.doc.

Phase II Initial prototype development and standalone test (10 months)

II-B Summary

Concurrently, phase I will be software oriented, developing and testing the initial build of SGM to run in a simulated environment.  We will evaluate existing software and hardware systems in order to determine the best use of prior work while still achieving our needs.  For example, we will closely examine JPL’s CASPER (Continuous Activity Scheduling Planning Execution and Replanning) package, along with their ASE (Autonomous Spacecraft Environment), which are being developed for the Techsat-21 mission.  Some of their features seem to be very promising for use within SGM. Additionally, we will monitor other related projects and evaluate their applicability as we progress.

We will also develop the test environment and datasets necessary to provide simulations for testing SGM’s capabilities and effectiveness.   While our tests for this project will use all ground-based or simulated data, we will expressly focus selection of hardware and software that uses technologies capable of being deployed on-orbit within the next 10 years. 

II-C Tasks

3  Evaluate existing tools and integration options

3.1  Casper/ASE/SCL.

3.2  IRC

3.3  IRAF

3.4  VOTABLE

3.5  SEA (Orbit Planner GUI especially)

3.6  Opus?

3.7  Others?

4  Review tools/techniques/lessons learned from other queue scheduled observatories

4.1  STScI: SPIKE/OPUS

4.2  Potentially relevant publications:

From 2002 SPIE

· Observing operations of the Sloan Digital Sky Survey Telescopes, D. Long, Apache Point Observatory [4844-10] 

· Queued Service Observing (QSO) Project at CFHT, P. Martin, R. Savalle, T. Vermeulen, J. Shapiro, Canada-France-Hawaii Telescope Corp. [4844-11] 

· Lessons learned from four years of queue flexible scheduled observing with the James Clerk Maxwell Telescope, I. Robson, Joint Astronomy Ctr. [4844-12] 

· Challenges of doing science on a queue scheduled telescope, L. W. Ramsey, The Pennsylvania State Univ.; J. R. Fowler, G. J. Hill, B. Laws, J. Mader, E. L. Robinson, B. Roman, M. Shetrone, Univ. of Texas/Austin; D. P. Schneider, The Pennsylvania State Univ [4844-13] 

· Service mode scheduling at the ESO VLT, D. R. Silva, European Southern Observatory (Germany) [4844-14] 

From 2000 SPIE

· Flexible scheduling of the UK Infrared Telescope (UKIRT), J. K. Davies, A. J. Adamson, Joint Astronomy Ctr. [4010-18] 

· NOAO queue-observing experiment on the WIYN Telescope, A. Saha, D. L. Harmer, P. S. Smith, D. W. Willmarth, National Optical Astronomy Observatories [SPIE 4010-03] 
Other
· The WIYN Queue: Theory Meets Reality [url: www.aura-astronomy.org/nv/rp/0300wqtm.pdf] 

4.3  Other questions to answer

4.3.1. What is SOFIA planning

4.3.2. What is done by earth science missions when they are not in scan mode? What about satellites that have hyperspectral imagers. 
5  Identify integration options and plan

6  Identify infrastructure tools needed to interact with SMARTS data/schedule

· Focusing on open source tools in LINUX environment (compatible with SMARTS environment/budget)

· Database: mySql?

· J2EE server? (depending on SGM technology) JBoss?

7  Identify new tools and/or integration needed to support SGM testing

8  Develop/refine plan for developing prototype

9  Develop test environment

9.1  Test setup and tear down tools

9.2  Tools to calculate metrics

10  Implement first build of SGM prototype

11  Refine detailed plan for Phases III and IV

II-D Products

3  Project status report 

4  Document research to date

5  Document software recommendations

6  Test environment

7  Refined Work Plan for Phase III and IV

Phase III Test, evaluate and tune prototype performance against baseline data (6 months)

III-B Summary

With the science and software developed in Phase I, Phase II will focus on testing and tuning our prototype SGM using canned and simulated data.  This “controlled” environment will provide repeatability in testing so that we can effectively tune and improve SGM’s reactive abilities, and understand and improve the quality of the metrics we use to understand SGM’s scientific effectiveness.

III-C Tasks

3  Test and tune phase 1b s/w against 1a science goals

4  Refine tools needed to support and evaluate testing

5  Establish a front-end GUI interfaces as needed

6  Evaluate and tune usability of tool

7  Refine/Revise Phase IV Plan/Tasks

III-D Products

3  Project status report

4  Document Successes/Challenges/Lessons Learned from Phase III

5  Revised Work Plan for Phase IV

Phase IV Test prototype in “live” observing environment (8 months)

IV-B Summary

The final phase of our project will involve adapting SGM to work in a live observing environment using one or more of the SMARTS observatories.

IV-C Tasks

3  Adapt SGM’s interfaces to integrate with “live” observing data from the observatory’s detectors.

4  Run SGM on live data as “observer”

Through several observation cycles, we’ll try to run SGM with it interpreting the data received and making “recommendations” only.  The actual decision making on the observing priorities will continue to be made by the SMARTS operations staff.

5  Run SGM on live data as “scheduler”

Once both the SGM and the SMARTS teams are comfortable with the effectiveness of SGM, we plan to perform several additional observing cycles, where the decisions on observing priorities will be made by SGM itself.

6  Measure the effectiveness of SGM

Throughout the phase we’ll use our previous developed suite of metrics and to compare the results with our baseline expectations.

7  Write up final project report

7.1  Document tasks performed

7.2  Lessons learned

7.3  Detail the risks and rewards to using SGM

7.4  Provide analysis of issues still to be resolved for a “flight ready” SGM

IV-D Products

3  Final Project Report

3.1  Including lessons learned, successes, challenges, analysis of need for flight readiness

